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1. Datasets 19 

Landsat images, including Landsat 5 Thematic Mapper (TM) for the 1990s, Landsat 20 

7 Enhanced Thematic Mapper Plus (ETM+) from 2000 to 2012, and Landsat 8 21 

Operational Land Imager (OLI) sensor from 2013 to 2019, were used for wetland 22 

extraction. All images were obtained in September and October to reduce the effects of 23 

seasonal fluctuations of hydrology on wetland areal extents. For the images of the 24 

Landsat 7 ETM+ sensor after 2003, there are wedge-shaped gaps with about 12 pixels 25 

towards the edges of the scene due to sensor failure of the Scan Line Corrector [1]. We 26 

thus used the inverse distance weight interpolation algorithm to fill in the gaps. We 27 

selected six common bands of the three Landsat sensors, including Band1-Band5 and 28 

Band7 for TM and ETM+ sensors, and Band2-Band7 for OLI sensors, to classify 29 



wetlands.  1 

The normalized difference vegetation index (NDVI) and the modified normalized 2 

difference water index (mNDWI) were used to acquire the water surface and 3 

vegetation-covered area. 4 

We obtained the slopes and elevations of the terrains from the digital elevation model 5 

data of the Space Shuttle Radar Terrain Mission (SRTM). 6 

Climate data. We captured the temperature and precipitation data from the daily 7 

meteorological dataset of China National Surface Weather Station (V3.0) archived in 8 

the National Tibetan Plateau Science Data Center of China (https://data.tpdc.ac.cn/). 9 

The dataset contains quality-controlled daily values of temperature and precipitation 10 

for 84 meteorological stations across the TP since January 1951. We calculated the 11 

annual average temperature and precipitation for each TP station from 1990 to 2019. 12 

We also used evaporation data from the Global Land Evaporation Amsterdam Model 13 

(GLEAM) (www.gleam.eu), which estimated evaporation based on data from weather 14 

stations and satellite remote sensing [2,3]. The Sea Surface Temperature (SST) data 15 

used in this study were captured from the Met Office Hadley Centre 16 

(http://hadobs.metoffice.gov.uk/hadisst/). 17 

Ocean Niño Index. The Ocean Niño Index (ONI, https://origin.cpc.ncep.noaa.gov/) 18 

is a NOAA’s primary indicator for the ocean component of the El Niño-Southern 19 

Oscillation (ENSO). The ONI monitors the average sea surface temperatures in the east-20 

central tropical Pacific Ocean between 120°W-170°W for three consecutive months, 21 

and whether they are warmer or cooler than the average, which indicates El Niño and 22 

La Niña events. 23 

2. Framework for TP wetland extraction 24 

The widely accepted definition of wetlands was formulated by the Ramsar 25 

Convention. Wetlands are the areas of marsh, fen, peatland, and water, whether natural 26 

or artificial, permanent or temporary, with water that is static or flowing, fresh, brackish 27 

or salt. In this study, we mainly extract the following categories of the TP wetlands, 28 

namely, lakes (including lake beaches, salt lakes), rivers (including river beaches), 29 

vegetated wetlands including moss marshes, herbaceous marshes and inland salt 30 

marshes. Other types of wetlands such as forest swamps and coastal wetlands are much 31 

less distributed on the TP [4,5], and we omit them in this study.  32 

Wetland extraction from remote sensing images is a challenge due to uncertainty of 33 

wetland boundaries, complexity of spectral and texture characteristics [6]. Most 34 
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previous works were based on pixel-based or object-based classification with machine 1 

learning models. Here, we present a scene-based classification framework with the deep 2 

learning model to precisely classify wetlands. Since increase of the number and 3 

diversity of the training data help to enhance the model performance[7], the training 4 

samples are composed of two data sources. The first data source was from the existing 5 

wetland products as the pre-training samples, including 428,182 positive samples 6 

(wetlands) and 351,224 negative samples (non-wetlands). Research Centre (JRC) 7 

surface water [8] and national wetland mapping in China from Chinese Academy of 8 

Sciences (CAS_Wetlands) [4] were used as the reference to generate the pre-training 9 

samples. The second source came from the manually annotated data with the help of 10 

very high spatial resolution (VHSR) images from Google Earth. 34,232 visually 11 

interpreted wetland samples and the same number of non-wetland samples were 12 

generated by visual interpretation. Our deep learning framework inherits the advantage 13 

of transfer learning, which guarantees that our pre-trained deep learning model achieves 14 

high classification performance using a few samples on the TP[9,10].   15 

Fig. S1 illustrates the framework for TP wetland extraction from Landsat images in 16 

1990-2019. The data are fed into the deep learning framework based on SE-ResNet-50 17 

[11]. To accept multi-modality image inputs, we modified the first layer of SE-ResNet-18 

50. Then, the trained framework was employed to classify wetlands from the images. 19 

To obtain pixel-by-pixel wetland boundary and improve wetland classification accuracy, 20 

each pixel in the images was traversed for 100 times. The pixel was a wetland point, if 21 

there were no less than 85 times for it to be judged as a wetland point. 22 

3. Validations of wetland extraction and quantifying uncertainty 23 

The stratified random sampling method, which is a widely used validation approach 24 

for accuracy assessment of land cover classification[12], combined with VHSR images 25 

from Google Earth, were used to perform accuracy assessment of wetland extraction. 26 

493 wetland samples and 4,145 non-wetland samples are selected according to Eq. (1).  27 

𝑛 =
𝑧2𝑝(1 − 𝑝)

𝑑2
(1) 28 

where z = 1.96 for a 95% confidence interval (CI), p is represented as the area 29 

proportion for the target wetland class. Here p=0.088 since the largest proportion of the 30 

extracted wetland area to the TP area is 8.8%. d is the half of the width of the 95% CI, 31 

i.e. d=0.025. 32 

Three metrics i.e. user accuracy (UA), producer accuracy (PA), and F1 score, were 33 



used to validate the wetland mapping accuracy. The validations showed the user’s 1 

accuracy for wetland extraction was 96.1%, and the producer’s accuracy was 90.8%. 2 

The F1 score was 0.934, highlighting a good balance between commission and 3 

omission errors.  4 

The standard error of the error-adjusted estimated area with the approximate 95% CI 5 

[13] was used to quantify the uncertainty of the wetland areal extent. 6 

Â𝑗 ± 1.96 × 𝑆(Â𝑗) (2) 7 
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where the total area of the TP is 𝐴𝑡𝑜𝑡 , the mapped area of wetland is 𝐴𝑖, and 𝑊𝑖 =9 

𝐴𝑖  /𝐴𝑡𝑜𝑡   . 𝑛𝑖𝑗  denotes the elements of the i-th row and j-th column in the error 10 

matrix of sample counts. 𝑛𝑖. denotes the sum of the i-th row in the error matrix of 11 

sample counts. 12 

Considering the propagation of the uncertainty, we use Eq. (4) to obtain the 13 

uncertainty of the wetland changes.  14 

𝑆(∆�̂�) = √𝑆(�̂�)2
𝑓𝑖𝑟𝑠𝑡

+ 𝑆(�̂�)2
𝑙𝑎𝑠𝑡

 (4) 15 

4. Statistical analysis  16 

 For each zone on the TP, we first calculated the correlation between the wetland 17 

area changed and individual meteorological factor like the annual average temperature, 18 

precipitation and potential evapotranspiration. To reduce the influence of the inter-19 

annual data jitter, the moving average of three years for each climatic factor and 20 

wetlands in different regions were taken for the analysis. To further analyze the relative 21 

contributions of each factor, we used a multivariate general linear model [14] for 22 

analysis of variance (ANOVA).  23 

To characterize the overall correlation between the TP wetland areal extent and 24 

global sea surface temperature (SST), the cross-covariance matrix of the two fields was 25 

calculated from the correlation matrix of the normalized data. We used the singular 26 

value decomposition (SVD) on the cross-covariance matrix between the TP wetland 27 

areal extent and global sea surface temperature (SST) to explore the coupled 28 

distribution pattern. The SVD is an easily interpreted method to analyze the 29 

relationships between time series of two fields in meteorology [15]. Prior to the SVD, 30 

the wetland areal extent and SST were by the first-differenced process. 31 



5. Extraction of lakes 1 

To examine whether the wetland area increase on Qiangtang Plateau and the source 2 

region of Yangtze River caused by permafrost thaw, we extract lake objects on the two 3 

zones in five periods (1990-1991, 1996-1997, 2002, 2015 and 2018) from Landsat 4 

imagery to find the variations of the lake count and areal extent. The five periods were 5 

chosen because the wetlands rapidly grew from 1996 to 2002 for the first time and from 6 

2015 to 2018 for the second time since 1990. Due to poor quality of Landsat 5 imagery, 7 

results for each of the first two periods (1990-1991 and 1996-1997) were calculated 8 

from image data of two years. We selected 356 positive samples and 402 negative 9 

samples by manual labeling, and used the Support Vector Machine (SVM) classifier to 10 

extract water bodies. Six common bands of TM and OLI images, NDVI and NDWI 11 

were inputted to the model. The Google Earth Engine was used to produce a surface 12 

water map on Qiangtang Plateau and the source region of Yangtze River. Considering 13 

the lakes < 5,000 m2 (about 5 pixels) were very difficult to be recognized from Landsat 14 

imagery, we omitted the extraction of these lakes and deleted the misidentified lakes. 15 

 16 

  17 



Figures 1 

TM ETM OLI

Data Pre-processing

Top of Atmosphere 

Reflectance (6 bands)
NDVI mNDWI

SRTM DEM data

 Collection and processing 

in Google Earth Engine

Slope Elevation

National Wetland 

Mapping in China

Visual  Interpretation 

Labels

crop into patches 

with 50×50 pixels

Positive Samples Negative Samples
Supplementary Positive 

Samples

JRC surface water

Pre-train

Fine-turn 

(1) data pre-processing

(2) generation of training samples

(3) model training (4) Generation of wetland 

boundaries. 

(5) Accuracy assessment of 

wetland extraction.

Wetland product

Wetland product

Inference with 

sliding windows

Probability 

statistics  

Threshold 

determination

Visual assessment

Pre-training  Data

SE-Resnet-50 Model

VHSR images 

from Google Earth

Stratified Random 

sampling

Trained model

Trained model

(7) Statistical analysis with 

climate Data and wetlands
(8) Statistical analysis with 

ENSO and wetlands
Wetland 

productWetland product
global sea surface 

temperature 

Climate 

data

de-trended

Correlation 

calculation

general linear model

Comparison with 

changes of the lakes

Landsat data

Extraction of lakes in 

Google Earth Engine

Legend 
Processing

Model

Zone division

Raw data

Pre-training data

Supplementary data

30 years of wetland 

product

singular value 

decomposition(SVD)

(6) Analysis of spatial and 

temporal changes in wetlands

Wetland product

Spatial distribution 

analysis

Temporal changes 

analysis

Zone division

If

surface water

   60%

Yes

crop into patches 

with 50×50 pixels

If

wetland

 = 0%

Yes

crop into patches 

with 50×50 pixels

If

wetland

Yes

2 

Fig. S1. The framework in this study. 3 
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 1 
Fig. S2. The spatial distributions of the transitional and unstable type of permafrost  2 

and new wetlands. The overlapping regions are shown in blue. Permafrost data was 3 

obtained from Ran et al. (2020). It is drawn on the standard map (Map No. : GS京 4 

(2023)0108) from the Standard Map Service System of the Ministry of Natural 5 

Resources. 6 
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 9 
Fig. S3. Relationships of the wetland areal extent, lake areal extent and lake number on 10 

the source region of the Yangtze River and Qiangtang Plateau. 11 
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 1 

Fig. S4. Interannual variations of TP wetland areal extent linked to Oceanic Niño Index 2 

(ONI). In the upper panel, each of the bar charts shows the TP wetland area change 3 

compared with the previous year. In the lower panel, the red and blue areas represent 4 

El Niño and La Niña at different levels, respectively. 5 
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Fig. S5. The first SVD mode of time series of the wetland areal extent and SST. 9 
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Tables 1 

 2 

Table S1. Statistical results of the wetland areal extent and climate variables in TP  3 

Method  Qiangtang Plateau 
Source Region of 

Yangtze River 
Qaidam Basin 

 Variable r p r P r p 

CA 

AT 0.880 2.9e-9* 0.841 0.001* 0.628 5.7e-5* 

AP 0.517 6.8e-3* 0.529 0.004* 0.685 3.4e-4* 

APE 0.319 0.09 0.403 0.032 0.567 1.6e-3* 

 Variable MS SS, % MS SS, % MS SS, % 

GLM 

AT 1682.9 54.5  40.63 62.0  8.48 17.3  

AP 1356.1 43.9  23.82 36.4  32.96 67.3  

APE 28.7 0.9  0.18 0.3  6.75 13.8  

Residuals 22.4 0.7  0.86 1.3  0.80 1.6  

 r, Pearson correction coefficient; * for p <0.05. CA, correlation analysis. GLM, 4 

general linear model. SS, proportion of variances explained by the variable. MS, mean 5 

squares.  6 

 7 

Table S2. The variance contribution rates of the first five modes from SVD between 8 

the SST with the wetland areal extents on the TP 9 

SVD mode 1 2 3 

variance contribution 0.420 0.118 0.109 

cumulative variance contribution 0.420 0.538 0.647 

correlation coefficient 0.812 0.862 0.777 
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